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Abstract. The new era of artificial intelligence (AI) has intro-
duced revolutionary data‑driven analysis paradigms that have 
led to significant advancements in information processing 
techniques in the context of clinical decision‑support systems. 

These advances have created unprecedented momentum in 
computational medical imaging applications and have given 
rise to new precision medicine research areas. Radiogenomics 
is a novel research field focusing on establishing associations 
between radiological features and genomic or molecular 
expression in order to shed light on the underlying disease 
mechanisms and enhance diagnostic procedures towards 
personalized medicine. The aim of the current review was to 
elucidate recent advances in radiogenomics research, focusing 
on deep learning with emphasis on radiology and oncology 
applications. The main deep learning radiogenomics architec-
tures, together with the clinical questions addressed, and the 
achieved genetic or molecular correlations are presented, while 
a performance comparison of the proposed methodologies 
is conducted. Finally, current limitations, potentially under-
studied topics and future research directions are discussed.
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1. Introduction

Radiogenomics is an emerging research field focusing on 
establishing multi‑scale associations between medical imaging 
and gene expression data. Deciphering the interplay of radio-
logical and genetic/molecular features is of utmost importance 
in oncology and can be achieved through the fusion of selected 
genomic and radiomics features in a unified feature‑space 
leading to more precise decision support systems. Furthermore, 
radiogenomics can enhance diagnosis (1), the non‑invasive 
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prediction of molecular background (2) and survival predic-
tion (3) in oncology by associating genomic data with radiomics 
features acquired in a non‑invasive fashion shedding light on 
underling oncogenic mechanisms.

Despite advances in both multimodal‑imaging tech-
nologies involving novel agents, powerful protocols and 
computer‑aided diagnostic tools, there is a critical knowledge 
gap between imaging information at the tissue level and the 
underlying molecular and genetic disease biomarkers. This 
information gap has important socio‑economic consequences 
since in a number of cases, only imaging information is 
available in the diagnostic setting, rendering decisions such 
as the administration of expensive treatments challenging, 
while risking under‑ or overtreatment. For this reason, the 
vision of precision medicine is closely linked with the under-
standing of the interplay and the joint effect of multi‑scale 
pathophysiological disease biomarkers. To this end, radioge-
nomics approaches aim to link the imaging phenotype with 
underlying molecular/genetic characteristics of disease enti-
ties, particularly in oncologic applications in order to enhance 
precision in the early diagnosis and management of patients. In 
this context, several studies have tried to establish statistically 
significant associations of image‑derived features, such as the 
shape and texture of a lesion with molecular or genetic infor-
mation based on usually small, but information‑rich patient 
cohorts, where both imaging [e.g., ultrasound (US), computed 
tomography (CT) magnetic resonance imaging (MRI) and 
positron emission tomography (PET)/CT] and molecular or 
genetic information [e.g., deoxyribonucleic (DNA) microar-
rays, micro‑ribonucleic acid (miRNA), ribonucleic acid 
sequencing (RNA‑seq)] are available. 

The fundamental hypothesis in radiogenomics research 
is that certain molecular/genetic alterations induce altera-
tions at the tissue level that can be computationally detected 
in terms of radiological appearance by properties, such as 
tissue shape and texture (Fig. 1). Such changes can however 
be very subtle or even invisible to the human eye. For this 
reason, artificial intelligence (AI) techniques, such as deep 
learning have provided the means to detect and decode these 
changes/patterns in medical images and associate them with 
molecular/genetic characteristics, paving the way for the 
development of robust decision support systems and hybrid 
prognostic, predictive and diagnostic signatures. In particular, 
in recent years, the introduction and widespread availability in 
oncologic care of hybrid clinical diagnostic imaging systems, 
such as PET/CT and PET/MRI provides rich opportunities for 
AI‑based strategies aiming to enhance effectiveness and preci-
sion in the management of oncologic patients (4‑6). 

Deep learning models are data‑driven architectures 
with state‑of‑the‑art performance in almost all modern 
data‑processing tasks. These innovative approaches offer 
end‑to‑end, fully automated data analysis pipelines by 
computing exhaustively discriminative features to achieve the 
highest performance on the given task. The model's parameters 
are learned only from the data by updating its inner represen-
tation during the optimization process aiming to approximate 
the optimal convergence state. Additionally, multi‑path archi-
tectures enable diverse data types to coexist in the same model 
providing new opportunities to combine imaging, clinical, 
laboratory, molecular and genetic data towards unified AI 

decision‑support systems extending the available frameworks. 
Although the majority of radiogenomics studies are based 
on traditional radiomics approaches (7) i.e., high throughput 
hand‑crafted image feature extraction followed by associa-
tion with genomic/molecular markers, the application of AI 
techniques, such as deep learning in the field is still limited, 
due to the lack of large multi‑modal cross‑sectional and/or 
longitudinal datasets. The main aims of the present review 
were to summarize the most important results concerning the 
application of deep learning in radiogenomics, to highlight the 
clinical significance of associating molecular or genetic infor-
mation with imaging phenotype, to emphasize the potential 
for the discovery of novel, highly discriminative combined 
biomarkers and at the same time, to discuss the main limi-
tations concerning the state‑of‑the‑art research in the field. 
Furthermore, representative DL‑based studies focusing on 
cancer tissue differentiation or therapy prediction solely from 
medical images have been included. This is due to the fact that 
such clinical issues are attractive for radiogenomics research, 
since they involve molecular/genetic mechanisms and have 
been also studied with in vitro tumor phenotyping involving 
the in vitro assay of tumor biopsy material. As an example, 
a previous study (8) provided a deep learning study based 
on a convolutional neural network  (CNN), which predicts 
the neoadjuvant therapy response in esophageal cancer with 
fluorodeoxyglucose positron emission tomography (18F‑FDG 
PET) imaging data and achieves 80% sensitivity and speci-
ficity. In a gene expression study  (9) on the same clinical 
problem, a 17‑molecule was found to be predictive of complete 
response to neoadjuvant chemotherapy for esophageal cancer 
with docetaxel, cisplatin and 5‑fluorouracil, while a recent 
study reported that on‑treatment genetic biomarkers can 
predict complete response in neoadjuvant breast cancer (10). 
Similarly, it has been reported  (11) that tumor mutational 
burden information can differentiate between primary and 
metastatic breast cancer and for this reason, the present review 
includes deep learning efforts to differentiate primary from 
metastatic cancer directly from medical imaging data [such 
as previously done (12) for liver cancer]. In addition, apart 
from the limited deep learning‑based radiogenomics studies 
available, representative deep learning studies on cancer type 
classification or therapy prediction in oncology are included, 
since these studies can be extended towards associating 
imaging phenotype and genetic/molecular markers.

2. Research methodology

The search was performed in widely used databases, such as 
PubMed and Google Scholar. Initially, articles including a 
subset or a combination of the terms noted in the title or abstract 
(Table I) were identified. The Abstracts and conclusions of 
123 studies were examined during the first screening process. 
Although the bulk of these manuscripts included a subset or a 
combination of the examined keywords, the second screening 
revealed that the methodology of a number of these papers was 
not relevant to deep learning radiogenomics analysis and these 
were therefore excluded. The exclusion criteria used in the 
present review are summarized as follows: i) Studies focusing 
on radiomics, deep learning segmentation with radiomics, 
handcrafted features associated with genomic data or traditional 
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image analysis with machine learning techniques; ii) studies 
where deep learning was used only for data augmentation and 
synthetic data generation paired with radiomics or other anal-
ysis; and iii) studies on tissue classification (normal, benign, 
malignant tissue), scoring [Gleason, breast imaging reporting 
and data system (BI‑RADS)] or genomic data analyses without 
involving image‑derived features. 

As a result, 25 studies were selected for the presented deep 
learning radiogenomics in‑depth review. Information related to 
the examined malignancy, patient cohort size, imaging modali-
ties and deep network architecture type is presented in Table II. 
The objective and performance of the examined studies are 
described in Table III, including evaluation results in terms of 
accuracy (ACC) and area under the curve (AUC) scores.

3. Deep architectures used in current radiogenomics studies

Deep learning methodologies are very attractive for advancing 
radiogenomics studies, particularly when taking into consider-
ation the large search‑space due to the abundance of features in 
both images and genetic/molecular data. Critically, in contrast 
to handcrafted feature‑based machine learning techniques, the 
whole process is fully automated and through exhaustive anal-
ysis, non‑intuitive correspondences between medical image 
features and genetic/molecular information can be established. 

Thus, a higher‑level modeling is achieved through computa-
tional analysis of the high complexity raw radiogenomics data, 
allowing focusing on particular disease properties for outcome 
prediction by leveraging pathways, molecular or meta‑gene 
convergence objectives. The main deep learning architectures 
in the reviewed studies are listed below: 

Convolutional neural network (CNNs). CNNs were origi-
nally designed by LeCun et al, as a fully automated image 
analysis network for classifying handcrafted digits (13). The 
fundamental principle of this deep architecture is to massively 
compute and combine feature maps inferring non‑linear 
associations between the input signal and the targeted output. 
This type of network is popular for the automatic extrac-
tion, selection and reduction of discriminative features from 
high‑dimensional input data providing state‑of‑the‑art clas-
sification performance in demanding fields.

Recurrent neural networks (RNNs). RNNs exhibit similar 
functionality with the regular feedforward neural networks, 
where every hidden state will be fed as an input for the next 
state but in addition, they integrate internal memory. This 
short‑term memory allows recurrent networks to remember 
information from the previously analyzed states, a perfect fit 
for sequential signal analysis and predictive models.

Figure 1. The radiogenomics pipeline includes a predefined data acquisition protocol for genomic and imaging data, feature extraction (radiomics, deep 
learning and traditional image processing) and feature selection based on statistical analysis. The association and modeling of these highly discriminative 
biomarkers holds the potential to enhance robustness in decision support systems.

Table I. Keywords used in the present review article.

Deep learning	 Cancer	 Magnetic resonance imaging	 Radiogenomics

Artificial intelligence	 Carcinoma	 Positron emission tomography	 Therapy response
Convolutional neural networks		  Computer tomography	 Treatment response
Recurrent neural networks		  Medical imaging	 Tissue classification
			   Molecular signatures
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CapsuleNet. A capsule is a set of neurons that models a part 
of an object of the input by activating a small subset of its 
properties. The CapsuleNet (14) consists of independent sets 
of capsules instead of kernels propagating information to the 
successive higher‑level capsules through the routing‑by‑agree-
ment process. This architecture is the newest evolvement in the 
deep learning field and to date, has not been extensively tested 
by the medical research community.

Autoencoders (AEs). AEs learn a compact representation of 
their input by reconstructing it. The encoder part of the AE has 
a decreasing number of neurons after every successive hidden 
layer, reducing the dimensionality of the incoming state. The 
decoder part reconstructs the resulted compact representation 
to an approximation of the initial input by backpropagating the 
reconstruction error.

Artificial neural networks (ANNs). ANNs or deep neural 
networks (DNNs) were inspired by the alleged learning func-
tionality of the biological brain. The ANN constitutes of a set 
of fully‑connected nodes modelling the stimuli propagation 

of brain synapses ‑fire or not‑ across the neural network to 
perform a specific task. It can be used for feature selection, 
classification or dimensionality reduction as a submodule of a 
deeper architecture (CNN and AE) or as a stand‑alone module 
with hand‑crafted features.

Multi‑model decision fusion. A meta‑analysis of a set of 
models can accumulate the predictive power of a number of 
diverse models built on different data types, but aiming at a 
single objective. Decision fusion combines the outcome of 
multiple classifiers into a singular final prediction forming a 
meta‑estimator by utilizing statistical methods to amplify the 
individual classifiers. This leads to an improved accumulated 
predictive power and can resolve uncertainties or disagree-
ments among singular analyses.

Pre‑trained models. A source model trained with widely avail-
able ‘natural’ images can be transferred to a target model that 
will perform similar tasks but in the medical imaging domain. 
The learnt feature detectors of these deep architectures as a 
result of their low‑level status can be an alternative and viable 

Table III. Aggregated results for comparison of the reviewed articles.

Author (Refs.)	 Study objective	 Performance (ACC/AUC %)

Chang et al (18)	 IDH1 mutation	 85.7‑89.1/94‑95
Grinband et al (19)	 IDH1 mutation	 94/91
Li et al (20)	 IDH1 mutation	 82.4‑92.4/92‑95
Liang et al, (21)	 IDH1 mutation	 84.6,91.4/85.7,94.8
Korfiatis et al (22)	 MGMT state	 94.9/‑
Grinband et al (19)	 MGMT state	 83/84
Akkus et al (23) 	 1p19q codeletion status	 87.7/‑
Grinband et al (19)	 1p19q codeletion status	 92/88
Bonte et al (25)	 Glioma grading	 91.1,93.5/82,86.1
Zhou et al (27) 	 Metastatic/glioma/meningioma	 92.1/‑
Momeni et al (28)	 Oligendroglioma/astrocytoma	 85/92
Afshar et al (29) 	 Glioma/pituitary/meningioma	 86.6/‑
Yu et al (31)	 EGFR mutation status	 76.1/82.8
Wang et al (32)	 EGFR mutation status	 73.9/81
Zhu et al (34)	 Luminal A vs others	 ‑/58‑65
Ha et al (35) 	 Luminal A vs. B vs. HER2+ vs. Basal	 70/87.1
Yoon et al (36)	 Pathological state, ER, PR, HER2	 ‑/69.7, 97.6, 89.9, 84.2
Zhu et al (37) 	 Occult invasive disease status	 ‑/70
Ypsilantis et al (8)	 Neoadjuvant chemotherapy response	 73.4/66.3
Bibault et al (38) 	 Neoadjuvant chemoradiation response	 80/72
Chen et al (39)	 Subtype prediction	 80, voting: 92.3/‑
Trivizakis et al (12)	 Primary/metastasis	 83/80
Cha et al (40)	 Chemotherapy response	 ‑/62‑77
Cha et al (41)	 Chemotherapy response	 ‑/62‑79
Banerjee et al (42)	 Subtype prediction	 85/‑
Zhou et al (43) 	 Lymph node metastasis	 72.7‑93/65‑92

IDH1, isocitrate dehydrogenase isozyme 1; MGMT, methylguanine methyltransferase; EGFR, epidermal growth factor receptor; ER, estrogen 
receptor; PR, progesterone receptor; HER2, human epidermal growth factor receptor 2;  ACC, accuracy; AUC, area under the curve.
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option for tasks with small dataset. In this context two major 
methodologies can be followed: Off‑the‑self models (for clas-
sification or feature extraction) and fine‑tuned models. There 
are several available pre‑trained models [video geometry group 
(VGG)‑16 (http://www.robots.ox.ac.uk/~vgg/research/very_
deep/), Inception (15), DenseNet (16), Mask R‑CNN (17)] and 
more employed by several authors, claiming mixed results for 
the off‑the‑self method with fine‑tuning being the most prom-
ising due to its supplementary adaptation to the targeted model.

4. Clinical applications of deep learning‑based radiogenomics 

Brain neoplasms
Isocitrate dehydrogenase (IDH) isozyme mutation status. 
Patients with glioma carrying IDH1 or IDH2 mutations have 
a relatively favorable survival, when compared to glioma 
patients with wild‑type IDH1/2 genes. For this reason, the 
non‑invasive prediction of the IDH1 mutation status at 
the pre‑treatment stage is critical for treatment planning. 
Discriminating between wild‑type and mutation status of 
IDH1 can be challenging. The architecture proposed by 
Chang et al (18), consists of multiple residual convolutional 
neural networks, one for each MRI modality, with decision 
fusion evaluated on multi‑institutional data of grade II‑IV 
glioma. A traditional CNN approach trained on segmented 
regions of interest (ROI) of wild‑type vs. mutation 2D slices 
was applied by Grinband et al (19) and a hybrid architecture 
was proposed by Li  et  al  (20), including a convolutional 
network trained with patches of ROI/no ROI, a fisher vector 
module for encoding the extracted salience maps and a support 
vector machine classifier for predicting the IDH1 mutation 
status. During inference the convolutional‑only network 
with multi‑scale input produces feature maps encoded by the 
fisher vector module in a compact representation similar to 
bag of visual words. The patches and ROIs were extracted 
from multi‑modal low‑grade glioma MRIs. Liang et al (21), 
utilized a multi‑channel 3D DenseNet architecture for 
predicting the IDH1 status trained on segmented 3D ROIs 
with multi‑modal [T1, T2, T1Gd and fluid‑attenuated inver-
sion recovery (FLAIR)].

Methylguanine methyltransferase (MGMT) methylation state. 
MGMT is a gene responsible for repairing the mismatched 
DNA molecules and its methylation status. Clinically, it is 
used as a predictive biomarker for response to chemotherapy 
with temozolamide, which is the standard for glioblastoma 
multiforme (GBM) following therapy. A 50‑layer ResNet was 
previously used (22) and a CNN trained with ROIs‑only (19) 
as mentioned earlier.

1p19q chromosome. The co‑deletion status (the combined loss 
of the short arm chromosome 1 and the long arm of chromo-
some 19) of 1p19q in low‑grade glioma has been associated 
with an improved response to therapy and a higher survival 
rate. A proposed multi‑kernel CNN (23) predicts the 1p19q 
chromosomal expression from multi‑modal (T1C and T2) 
low‑grade glioma MRI.  In a previous study (19), a similar 
approach was followed to the previously mentioned IDH1 and 
MGMT by utilizing the same deep architecture to predict the 
1p19q codeletion.

Glioma grading. Glioma is a type of tumor that begins in glial 
cells and is the most common type of brain tumor associated 
with a poor prognosis (24). The classification of the glioma 
type (e.g., glioblastoma, astrocytoma and oligodendroglioma), 
and grade is critical for the treatment plan, which consists of 
external radiation therapy, surgery, chemotherapy, or a combi-
nation of these. In a previous study (25), a pre‑trained VGG‑11 
CNN with a random forest classifier was used for glioma 
grading.

Genetic association with MR imaging features. A novel 
application of radiogenomics analysis by the deep learning 
reconstruction of genetic data and MR imaging features in 
patients with GBM has been previously proposed (26). An 
AutoEncoder architecture was trained to match the tumor gene 
expression with the extracted morphological MRI features 
including volume, surface area, surface area to volume (SA:V) 
ratio, sphericity, spherical disproportion, max diameter, major 
and minor axes and compactness for both cancer region and 
edema. According to the authors of that study, the network was 
able to capture predictive radiogenomics associations, linking 
the genetic profile to MRI morphology of the examined lesion 
better than traditional statistical methods, such as linear 
regression or pairwise comparison.

Tissue characterization. Furthermore, selected studies dealing 
with cancer tissue characterization have been included in the 
current review, since in such cases, both differences in imaging 
phenotype and gene‑expression have been linked with cancer 
tissue characterization. In particular, for brain tumor deferen-
tial diagnosis, several deep learning architectures have been 
proposed, including a DenseNet AutoEnconder combined with 
Long‑Short Term Memory (27) for metastatic vs. glioma vs. 
meningioma, a two‑path CNN with a dropout meta‑estimator 
for combined histopathology and radiology images discrimi-
nation between oligendroglioma vs. astrocytoma  (28) and 
CapsuleNet  (29) for meningioma vs. pituitary vs. glioma  
differentiation.

Non‑small cell lung cancer (NSCLC). NSCLC is the most 
common type of lung cancer (up to 85% globally) with a 
high mortality rate among the cases diagnosed (30). Effective 
staging is challenging for therapy decision therefore imaging 
(CT and PET), laboratory and molecular biomarkers are of 
utmost importance. epithelial growth factor receptor (EGFR) 
is a protein involved in cell growth located on the cell surface 
and is associated with malignancy. The prediction of the 
EGFR mutation profile can lead to better, more effective and 
targeted treatment. Yu et al (31), proposed a 2D CNN trained 
on CT nodule patches labeled by the mutation state of EGFR. 
The study identified deep learning imaging features related to 
the EGFR profile of NSCLC, verifying the mutational status 
determined by biopsy with the additive benefit of a non‑inva-
sive examination

Wang et al (32), used the DenseNet architecture and in 
particular the first 20 layers with weights acquired from the 
ImageNet dataset in a transfer learning scheme. Additionally, 
fine‑tuning was applied with a dataset comprised of approxi-
mately 15,000  CT images towards identifying the EGFR 
mutation status (mutation vs. wild‑type). The authors also 
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presented a framework for visualizing the areas with high 
probability of lesion presence extracted from feature maps of 
the deep architecture as an additional level for evaluating the 
AI predictions. The aim of extending the main classification 
framework is to provide the clinicians with interpretable visual 
cues and novel attention maps of the inference path followed 
by the deep model.

Breast cancer. Discriminating molecular subtypes of breast 
cancer has a significant effect on the clinical manage-
ment of patients. Some of these subtypes include luminal 
A and B, the expression of human epidermal growth factor 
receptor 2 (HER2) and triple‑negative types [estrogen receptor 
(ER)‑, progesterone receptor (PR)‑ and HER2‑]. Breast 
cancer subtypes can be determined by genetic testing or by 
immunohistochemistry markers. The catalyst for promoting 
breast cancer research is the availability of open‑access 
data, such as The Cancer Genomic Atlas‑Breast Invasive 
Carcinoma (TCGA‑BRCA)  (33) database which offers 
interdisciplinary research opportunities for the medical and 
the computational/AI research community. Deep learning 
molecular subtype classification has been introduced in 
several studies, such as in a previous study  (34) where 
GoogLeNet architectures (pre‑trained and fine‑tuned, from 
scratch, off‑the‑shelf) and inception‑based residual CNN (35) 
were used for differentiating luminal and other subtypes 
based on dynamic contrast enhanced magnetic resonance 
imaging (DCE‑MRI) and pre‑contrast MRI data, respec-
tively. Yoon et al (36), incorporated 3D CNN feature maps 
from MRI data and the corresponding gene expression at 
the fully‑connected neural part of the deep network through 
feature space fusion to predict several clinical associations 
such as the pathological stage, ER status, PR status and HER2. 
Zhu et al (37), proposed a pre‑trained GooLeNet architecture 
fine‑tuned using data augmentation techniques based on 
MR image patches extracted from the examined region of 
interest. Additionally, an ‘off‑the‑shelf’ deep learning module 
for feature extraction was combined with an SVM classifier 
to predict the status of occult invasive disease following the 
diagnosis of ductal carcinoma in situ (DCIS).

Oral cancer. Ypsilantis et al (8), investigated the therapeutic 
response and survivability of examined esophageal cancer 
patients by stratifying them into responders vs. non‑responders. 
The proposed 3‑slice CNN (3sCNN) was trained with a subset 
of the 18F‑FDG PET examinations targeting the metabolic 
activity of the malignancy. This was achieved by selecting 
from each examination three slices representative of the 
intra‑tumor region and applying concatenation in the color 
space to introduce them as a unified image to the network.

Colorectal cancer. The rectal cancer therapeutic strategy 
may include a combination of chemotherapy, radiation and 
surgery. The non‑invasive prediction of complete response 
of neo‑adjuvant therapy can affect the therapeutic algorithm, 
avoiding unnecessary medical procedures. This application 
can significantly improve the quality of life and/or survival 
rate of the patients, spare organ function, reduce the cost of 
treatment and minimize the toxicity risk or local and distant 
recurrences. A deep neural network (38) trained on  radiomics, 

clinical and radiological semantic features was used to predict 
complete therapy response following chemoradiation in 
colorectal cancer patients.

Pancreatic cancer. Tissue classification for pancreatic 
neoplasms from routine imaging data can lead to therapy 
response prediction. In particular, based on the type of cystic 
lesions different strategies for treatment and/or follow‑up are 
followed. An inception‑style architecture with feature space 
fusion  (39) was trained on multi‑modal (T1 and T2) ROI 
images of pancreatic cystic neoplasms (PCNs) to discrimi-
nate tissue sub‑types such as mucinous cystic neoplasms, 
intraductal papillary mucinous neoplasm and serous cystic 
neoplasms. Given the difficulties and morbidity of biopsy 
procedure in the pancreas, the importance of this application 
is critically high. 

In addition, over the past decade, effective systemic treat-
ment protocols have been developed, and more accurate, 
effective and less toxic radiotherapeutic strategies have been 
applied. Due to the poor prognosis of pancreatic cancer, there 
is a growing effort being made to improve the efficacy of 
neoadjuvant chemotherapy or chemoradiotherapy, particularly 
in ‘marginally’ resectable or even in clearly resectable pancre-
atic adenocarcinomas.  Radiogenomics may play a crucial 
role in the selection of patients with a higher probability of 
response to these approaches.

Liver cancer. The diagnosis of liver cancer with traditional 
machine learning techniques is extremely challenging 
considering its multifocal distribution. Tissue discrimination  
between primary and metastatic liver cancer was performed 
by utilizing 3D‑CNN (12) with no pre‑processing or segmen-
tation from raw high b‑value MRI volumes (b=1,000 sec/mm2) 
achieving state‑of‑the‑art performance through a fully auto-
mated analysis.

Bladder cancer. The analysis of the pre and post‑treatment 
routine imaging examinations elucidates the effectiveness 
of the followed treatment. Bladder chemotherapy response 
prediction was previously performed using contrast enhanced 
CT of pre‑treated cancer patients following two different 
transfer learning approaches (40) and applying feature fusion 
from deep models combined with radiomic signatures (41).

Rhabdomyosarcoma (RMS). 2D CNN with transfer‑learning 
and multimodal MRI was previously proposed by 
Banerjee  et  al  (42), to determine embryonal (ERMS) or 
alveolar (ARMS) genetic expression of RMS contributing to 
individualized therapy decision making and survival predic-
tion for patients with the aforementioned subtypes.

Head and neck cancer. Zhou et al (43), combined 3D CNN 
and image processing features through evidential reasoning 
to predict lymph node metastasis (LNM) of head and neck 
cancer patients from routine PET and CT. This multi‑modal 
image analysis framework comprised of novel AI models and 
commonly accepted radiomics for establishing a robust model. 
The authors of that study claimed an improved diagnosis with 
the advantage of a non‑invasive method sparing patients from 
unnecessary or ineffective medical procedures.
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5. Limitations of radiogenomic research

The most pronounced limitation for deep learning radioge-
nomics, as highlighted in Fig. 2, is related to the size of the 
available datasets. The lack of the required volume of data can 
lead to inadequate stratification (19,35,37) among training, 
validation and testing datasets compromising the model 
adaptation, optimization and evaluation process respectively. 
For this reason, the numbers of studies on diseases with 
limited datasets such as rectal cancer, rhabdomyosarcoma, 
head and neck malignancies, pancreatic and esophageal 
cancers included in the present review are limited. For 
comparison, the study of one of the most common types of 
cancer, NSCLC, examines 684 cases, brain and breast studies 
on average include >200 patients in contrast to other cancer 
types, where the samples vary from 21 to 170 cases at most, 
as evidenced in Table II. Additionally, limited‑size datasets 
can be a source of concern regarding the fitting status of deep 
neural networks, potentially leading to a high risk of model 
overfitting and poor generalization ability due to the wide 
biological variability of cancer (tumor heterogeneity). This 
can lead to incompetent decision support systems with  high 
false‑positive rate for examinations from diagnostic centers 
with different imaging protocols or devices. Open‑access, 
curated and high‑quality public benchmark databases with 
complete genomic and imaging data across disease types 
need to be made available in order to promote radiogenomic 
research and introduce comparable metrics among studies. 
For instance, a large number of radiogenomics publications 
examine brain (44) and breast (45) cancer as widely available 
open‑access databases are available.

The infamous ‘black box’ (19,29,37) systems, as commonly 
deep learning and ANN are known, compute and propagate 
high‑throughput features calculated during a continuously 
evolving learning process producing an inner representation 
uninterpretable by traditional statistical analysis or other 
mathematical methods. A deep learning model throughout the 

training process incorporates changes on tens of millions of 
parameters adapted solely in analyzing the retrospective input 
data with no a‑priory knowledge. The fully automated nature 
of the analysis poses a great drawback in the medical domain 
where each decision is led by a diverse set of various labora-
tory, clinical, imaging data in multiple time points, knowledge 
of malignancy biology and accumulated empirical patient 
outcomes. Moreover, translating deep learning technologies 
to clinical practice poses significant challenges considering 
the ‘explainability’ of clinical requirements for AI decision 
support tools (46). The recommendation of a personalized 
therapeutic care plan can be challenging even for expert clini-
cians. For this reason, novel methods, algorithms and tools for 
supporting explainable AI are needed in order to accelerate the 
clinical evaluation and translation of DL‑based radiogenomics 
technologies. 

The demand for computational power and high‑throughput 
infrastructure  (28) in these types of models can also be a 
limiting factor regarding the available resources, particularly 
in an ensemble or meta‑model environment where inference 
with different data analysis paths may coincide. Investing in 
specialized infrastructure for enabling access to large data 
repositories or patient registries by highly qualified scientific 
personnel is required for conducting AI research and deploying 
scalable models towards advancing traditional oncology to 
data‑driven precision medicine.

Contemporary artificial intelligence decision support 
systems have limitations related to the ‘ground truth’ for the 
studied region of interest (26,27). The differences in pixel‑wise 
labeling (inter‑observer variability and bias) for lesion 
delineation, uncertainty in the examined anatomical areas 
of malignances (surrounding area, necrosis), disregarding 
location‑based information of the tumor and dependence on 
morphological features from ROIs may introduce additional 
variability and misdirection during the convergence process 
of a fully automated data‑driven AI model. Fusing imaging 
modalities (21) with no a‑priori knowledge or evidence about 
their optimal combination for the targeted clinical question 
can lead to unnecessary, redundant analysis with a negative 
effect on the final decision. Thus, clinicians should provide 
insight and be in active cooperation with the data science 
engineers regarding specific lesions attributes with respect 
to the followed diagnosis protocols. Other types of data, such 
as laboratory (blood exam results), anthropomorphic (height 
and weight), demographic (age and sex) and supplementary 
imaging modalities can introduce diversity and comple-
mentarity towards achieving better problem formulation, 
improved predictive power and a robust decision support 
process (21).

Finally, a limited number of laboratories (22) can conduct 
genomic research since it is a challenging and costly task (35) 
requiring adequate expertise and laboratory certifications. At 
the same time, in a number of cases, genomic and molecular 
analyses take place outside the hospital environment in 
different laboratories, rendering data integration challenging 
due to the implementation of different proprietary genome 
sequencing technology by commercialized platforms. Such 
limiting factors may partially explain the lack of combined 
genomic and imaging databases which in turn limits current 
deep learning radiogenomics efforts.

Figure 2. Limitations addressed by the authors of the reviewed publications. 
ROI, region of interest.
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6. Discussion and future directions

The initial successful paradigm of DL in natural images paved 
the way for the clinical research community to adopt this novel 
methodology, leading to unprecedented advancements related 
to computer aided diagnosis or detection (CAD or CADe) 
systems. Furthermore, advanced data analysis methodologies 
on medical images of cancer patients can provide insight or 
associations with molecular and genetic characteristics of 
the disease. Such radiogenomics analyses can lead to the 
identification of novel hybrid biomarkers based on the asso-
ciation of the radiomic signature with genomic information 
of a lesion, sparing patients from unnecessary invasive proce-
dures. Several methods, such as statistical analysis, machine 
learning and deep learning, aim to find statistically significant 
correlations or patterns among these high‑throughput and 
high‑dimensional features. 

The present review summarizes recent literature in radi-
ogenomics focusing on deep learning methodologies. Deep 
learning‑based radiogenomics is a relatively understudied field, 
as it has become evident by the limited literature. However, the 
rise of AI and the association of diverse data, such as imaging 
phenotypes/features with genomic information can lead to a 
positive outlook regarding the clinical value of the radiogenomic 
models. CNNs are by far the most popular architecture in the 
literature (Fig. 3), due to their efficiency in learning meaningful 
representations that can demonstrate state‑of‑the‑art results in 
many image analysis tasks. Additionally, pre‑trained models 
are widely used due to the lack of large medical imaging and 
genomic datasets providing a valuable alternative in the small 
dataset setting. Brain and breast are the most commonly studied 
anatomical areas mainly because of the availability of publicly 
open and standardized databases. 

The most important limiting factors as referred by the exam-
ined studies concern the number of available patients with both 
imaging and genomic data available and lack of independent 

benchmark databases that can provide a performance baseline 
for comparing different approaches or modeling methodologies. 
Furthermore, an important concern especially in the clinical 
practice is the lack of explainability and transparency regarding 
the fully automated inference in modern AI techniques. This 
can pose trust and legal issues by either the clinicians or the 
health authorities respectively. In addition, other concerns raised 
by the authors of the examined studies included the availability 
of computational resources, the lack of standardized methodolo-
gies for multimodal data analysis, interobserver variability in 
regions of interest for the studied problem, variations in image 
acquisition protocol, and issues related to the cost and technical 
challenges in genomic data acquisition.

Despite all the aforementioned drawbacks, exceptional 
performance has been achieved in studies regarding the 
prediction of IDH1 expression with an AUC of 91‑94% (18‑21), 
as well as a codeletion of 1p19q (19) with an AUC of 94% in 
brain gliomas with residual CNN. Korfiatis et al (22), reported 
an ACC of 94.9% for MGMT methylation status prediction by 
applying residual learning. The subtyping of invasive breast 
cancer was investigated by Yoon et al (36), demonstrating 
an AUC performance between 84 and 97.6%. Finally, the 
challenging tissue classification in lymph node metastasis 
was addressed by Zhou et al (43), achieving an AUC perfor-
mance up to 92% with the combinations of 3D CNN and 
radiomics on PET/CT examinations. These studies highlight 
the discriminative ability of deep learning architectures and 
its robustness as computational framework supporting radi-
ogenomics studies.

In data‑driven models it is crucial to transparently describe 
the methodology for the data handling by providing details 
about subject stratification and data augmentation increasing 
trust in the proposed experimental protocol and promoting 
reproducibility of the results. In this regard, certain studies 
present limited evidence regarding the fitting status of the 
examined models. In particular, in a subset of the examined 
binary classification problems  (22,23,42) the performance 
analysis is assessed only in terms of accuracy, raising concerns 

Figure 4. Research objectives of the examined publications. EGFR, epi-
dermal growth factor receptor; IDH1, isocitrate dehydrogenase isozyme 1; 
MGMT, methylguanine methyltransferase.

Figure 3. Deep architectures used in radiogenomics studies. CNN, convolu-
tional neural network; RNN, recurrent neural network; DNN, deep neural 
network.
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for the employed model evaluation method. Deep learning 
models are prone to overfitting and memorization especially 
in small datasets or due to the adopted experimental protocol. 
Moreover, details about the proposed data stratification process 
in a subject or sample basis for splitting the original dataset 
into training, validation and testing set are crucial information 
with impact on the validity of the study.

Specialized and open‑access databases with multimodal 
data (imaging, genomics, clinical and laboratory) suitable 
for radiogenomics analysis could increase the interest of the 
scientific community in this field. Novel research paradigms 
are expected to exploit such high‑dimensional data by discov-
ering novel associations and interplays among pathways 
and imaging phenotypes contributing towards robust and 
accurate computer‑aided diagnosis systems. The majority of 
the current studies investigate brain, breast and lung cancer 
for deep learning‑based radiogenomic analyses, as evidenced 
in Table II and Fig. 4, mainly due to the high prevalence of 
these cancers and the availability of open‑access databases. 
More efforts should be made to collect and investigate such 
combined datasets, also from rare malignancies, in order to 
enhance the role of DL‑based radiogenomics in oncology 
decision support systems.
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